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• Programação para redes 

• Linguagem C, um pouco de Python:  

• Internet, TCP/IP, Wireless, p2p 

• Interconexões para high performance computing 

• Network Hacking: theory, tools & programming 

• Demais tópicos de interesse dos estudantes

> Ênfase do curso_

médio nível



• Básico de TCP/IP imprescindível p/ labs  

• Endereçamento 

• Roteamento 

• IPv6 

• Cobertura aprofundada será dada no decorrer do curso 

 ((A idéia é que, agora que ja vimos no curso algumas apresentações e 
aplicações gerais, estes slides descam um nível a mais de profundidade para 
motivar o curso de redes partindo de uma visão ainda alto nível porém agora 
funcional, útil e mais concreta de um programador e administrador de redes))

> Objetivos da Aula_
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math department runs two Ethernets: one with fast machines for professors and
graduates, and another with slow machines for students.

This connection is handled by a dedicated host called a gateway that handles incom-
ing and outgoing packets by copying them between the two Ethernets and the FDDI
fiber optic cable. For example, if you are at the math department and want to access
quark on the physics department’s LAN from your Linux box, the networking soft-
ware will not send packets to quark directly because it is not on the same Ethernet.
Therefore, it has to rely on the gateway to act as a forwarder. The gateway (named
sophus) then forwards these packets to its peer gateway niels at the physics depart-
ment, using the backbone network, with niels delivering it to the destination
machine. Data flow between erdos and quark is shown in Figure 1-1.

This scheme of directing data to a remote host is called routing, and packets are often
referred to as datagrams in this context. To facilitate things, datagram exchange is
governed by a single protocol that is independent of the hardware used: IP, or Inter-
net Protocol. In Chapter 2, we will cover IP and the issues of routing in greater detail.

The main benefit of IP is that it turns physically dissimilar networks into one appar-
ently homogeneous network. This is called internetworking, and the resulting “meta-
network” is called an internet. Note the subtle difference here between an internet
and the Internet. The latter is the official name of one particular global internet.

Figure 1-1. The three steps of sending a datagram from erdos to quark
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• Primeira passada geral nos conceitos com a figura anterior 

• Definimos conceitos em uma frase mínima e alto-nível: 

• IP - garante independência de hardware em uma rede heterogênea 

• TCP - conexões sobre o IP - lida com perdas, app nao se preocupa 

• UDP - menos overhead, sem conexões, sobre o IP - app lida com perda 

• ICMP - pacotes de controle, sobre o IP 

• Portas — o quê são, como são independentes para TCP/UDP, como 
funciona basicamente um servidor web e outros serviços, grosso modo. 
Mostramos o arquivo /etc/services 

• Ethernets - explicamos conceitos básicos

> Idéias básicas_



• /etc/services 

• tipo BSD/OSX 

• ex 

• http 

• ssh 

• IRC



C lassful IP Addressing
When IP was first standardized in September 1981, the specification
required that each system attached to an IP-based Internet be assigned
a unique, 32-bit Internet address value. Systems that have interfaces to
more than one network require a unique IP address for each network
interface. The first part of an Internet address identifies the network on
which the host resides, while the second part identifies the particular
host on the given network. This creates the two-level addressing hierar-
chy that is illustrated in Figure 3. 

In recent years, the network number field has been referred to as the
network prefix because the leading portion of each IP address identifies
the network number. All hosts on a given network share the same net-
work prefix but must have a unique host number. Similarly, any two
hosts on different networks must have different network prefixes but
may have the same host number. 

Primary Address Classes
To provide the flexibility required to support networks of varying sizes,
the Internet designers decided that the IP address space should be
divided into three address classes-Class A, Class B, and Class C. This is
often referred to as classful addressing. Each class fixes the boundary
between the network prefix and the host number at a different point
within the 32-bit address. The formats of the fundamental address
classes are illustrated in Figure 4. 

3
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F I G U RE  4 .  P r i n c i p l e  C l a s s f u l  I P A d d re s s  F o r m a t s
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Transfer Unit (MTU). Other attributes will be introduced later. Fortunately, most
attributes have sensible defaults.

IP Addresses
As mentioned in Chapter 1, the IP networking protocol understands addresses as 32-
bit numbers. Each machine must be assigned a number unique to the networking
environment. If you are running a local network that does not have TCP/IP traffic
with other networks, you may assign these numbers according to your personal pref-
erences. There are some IP address ranges that have been reserved for such private
networks. These ranges are listed in Table 2-1. However, for sites on the Internet,
numbers are assigned by a central authority, the Network Information Center (NIC).

IP addresses are split up into four 8-bit numbers called octets for readability. For
example, quark.physics.groucho.edu has an IP address of 0x954C0C04, which is
written as 149.76.12.4. This format is often referred to as dotted quad notation.

Another reason for this notation is that IP addresses are split into a network number,
which is contained in the leading octets, and a host number, which is the remainder.
When applying to the NIC for IP addresses, you are not assigned an address for each
single host you plan to use. Instead, you are given a network number and allowed to
assign all valid IP addresses within this range to hosts on your network according to
your preferences.

The size of the host partly depends on the size of the network. To accommodate dif-
ferent needs, several classes of networks have been defined, with different places to
split IP addresses. The class networks are described here:

Class A
Class A comprises networks 1.0.0.0 through 127.0.0.0. The network number is
contained in the first octet. This class provides for a 24-bit host part, allowing
roughly 1.6 million hosts per network.

Class B
Class B contains networks 128.0.0.0 through 191.255.0.0; the network number
is in the first two octets. This class allows for 16,320 nets with 65,024 hosts
each.

Class C
Class C networks range from 192.0.0.0 through 223.255.255.0, with the net-
work number contained in the first three octets. This class allows for nearly 2
million networks with up to 254 hosts.

Classes D, E, and F
Addresses falling into the range of 224.0.0.0 through 254.0.0.0 are either exper-
imental or are reserved for special purpose use and don’t specify any network. IP
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> Endereços para  
> uso privado
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Multicast, which is a service that allows material to be transmitted to many
points on an internet at one time, has been assigned addresses from within this
range.

If we go back to the example in Chapter 1, we find that 149.76.12.4, the address of
quark, refers to host 12.4 on the class B network 149.76.0.0.

You may have noticed that not all possible values in the previous list were allowed
for each octet in the host part. This is because octets 0 and 255 are reserved for spe-
cial purposes. An address where all host part bits are 0 refers to the network, and an
address where all bits of the host part are 1 is called a broadcast address. This refers
to all hosts on the specified network simultaneously. Thus, 149.76.255.255 is not a
valid host address, but refers to all hosts on network 149.76.0.0.

A number of network addresses are reserved for special purposes. 0.0.0.0 and 127.0.
0.0 are two such addresses. The first is called the default route, and the second is the
loopback address. The default route is a place holder for the router your local area
network uses to reach the outside world.

Network 127.0.0.0 is reserved for IP traffic local to your host. Usually, address 127.
0.0.1 will be assigned to a special interface on your host, the loopback interface,
which acts like a closed circuit. Any IP packet handed to this interface from TCP or
UDP will be returned as if it had just arrived from some network. This allows you to
develop and test networking software without ever using a “real” network. The loop-
back network also allows you to use networking software on a standalone host. This
may not be as uncommon as it sounds; for instance, services such as MySQL, which
may only be used by other applications resident on the server, can be bound to the
local host interface to provide an added layer of security.

Some address ranges from each of the network classes have been set aside and desig-
nated “reserved” or “private” address ranges. Sometimes referred to as RFC-1918
addresses, these are reserved for use by private networks and are not routed on the
Internet. They are commonly used by organizations building their own intranet, but
even small networks often find them useful. The reserved network addresses appear
in Table 2-1.

Table 2-1. IP address ranges reserved for private use

Class Networks

A 10.0.0.0 through 10.255.255.255

B 172.16.0.0 through 172.31.0.0

C 192.168.0.0 through 192.168.255.0
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> Informação adicional
• Vimos em aula, durante a 

explicação dos slides anteriores, 
algumas informaçoes: 

• Substituindo-se bit 1 na parte de 
host, temos endereço broadcast que 
significa “todos" 

• Substituiond-se bit 0 na parte de 
host temos o endereço da rede em 
si 

•  Por isso a contagem do número de 
hosts sempre tem 2 a menos, 
conforme exemplificado em aula 

•  IP 0.0.0.0 significa um atalho 
para esta rede (a padrão), a rota 
padrão / roteador padrão 

•  255.255.255.255 é o broadcast 
desta rede 

•  127.0.0.0 - rede interna ao 
computador 

•  127.0.0.1 - interface loopback - 
IP do computador em sua própria 
rede 



> Name/address resolution

labtran.iprj.uerj.br 152.92.2.126 23:cf:d8:16:29:21

address resolution
ARP

hostname resolution
DNS

reverse
RARP

reverse lookup
DNS

http://labcor.iprj.uerj.br


• Exemplo linha de comando

> ARP - Address 
Resolution Protocol

mac-osx$ ping 192.168.1.255               # broadcast - descobre todos da rede

PING 192.168.1.255 (192.168.1.255): 56 data bytes
64 bytes from 192.168.1.106: icmp_seq=0 ttl=64 time=0.091 ms
64 bytes from 192.168.1.1: icmp_seq=0 ttl=64 time=1.742 ms
…

mac-osx$ arp -al      # ping broadcast preencheu o cache de enderecos de hardware

Neighbor                Linklayer Address Expire(O) Expire(I)    Netif Refs Prbs
192.168.1.1             c8:d7:19:e5:9a:66 34s       34s            en4    1
192.168.1.106           a8:20:66:29:19:4e (none)    (none)         en4



• Descubra qual seu próprio IP (mesmo sem 
entender tudo) 

• unix$  ifconfig 

• Qual a classe do seu IP? É privado? 

• O que quer dizer a netmask ou subnetmask? 
veremos nos próximos slides

> Mais atividades



Roteamento



CIDR: Classless InterDomain Routing
▪subnet portion of address of arbitrary length
▪address format: a.b.c.d/x, where x is # bits in subnet portion of address

> CIDR

11001000  00010111  00010000  00000000

200.23.16.0/23

subnet
part

host
part
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Classless Inter-Domain Routing
Classless Inter-Domain routing (CIDR), discussed more in Chapter 4, is a newer and
more efficient method of allocating IP addresses. With CIDR, network
administrators can assign networks containing as few as two IP addresses, rather
than the previous method of assigning an entire 254 addresses with a class C block.
CIDR was designed for a number of reasons, but the primary reasons are the rapid
depletion of IP addresses and various capacity issues with the global routing tables.

CIDR addresses are written using a new notation, not surprisingly called the CIDR
block notation. An example is 172.16.0.0/24, which represents the range of
addresses from 172.16.0.0 to 172.16.0.255. The 24 in the notation means that there
are 24 address bits set, which leaves usable 8 bits of the 32-bit IP address. To reduce
the number of addresses in this range, we could add three to the number of address
bits, giving us a network address of 172.16.0.0/27. This means that we would now
have only five usable host bits, giving us a total of 32 addresses. CIDR addresses can
also be used to create ranges larger than a class C. For example, removing two bits
from the above 24-bit network example yields 172.16.0.0/22. This provides a net-
work space a network of 1,024 addresses, four times the size of a traditional class C
space. Some common CIDR configurations are shown in Table 2-2.

Address Resolution
Now that you’ve seen how IP addresses are composed, you may be wondering how
they are used on an Ethernet or Token Ring network to address different hosts. After
all, these protocols have their own addresses to identify hosts that have absolutely
nothing in common with an IP address, don’t they? Right.

A mechanism is needed to map IP addresses onto the addresses of the underlying
network. The mechanism used is the Address Resolution Protocol (ARP). In fact, ARP
is not confined to Ethernet or Token Ring, but is used on other types of networks,
such as the amateur radio AX.25 protocol. The idea underlying ARP is exactly what
most people do when they have to find Mr. X in a throng of 150 people: the person
who wants him calls out loudly enough that everyone in the room can hear her,

Table 2-2. Common CIDR block notations

CIDR block prefix Host bits Number of addresses

/29 3 bits 8

/28 4 bits 16

/27 5 bits 32

/25 6 bits 128

/24 8 bits 256

/22 10 bits 1024
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> Subnets
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own right, and is given 149.76.1.0. These subnets share the same IP network num-
ber, while the third octet is used to distinguish between them. They will thus use a
subnet mask of 255.255.255.0.

Figure 2-1 shows how 149.76.12.4, the address of quark, is interpreted differently
when the address is taken as an ordinary class B network and when used with sub-
netting.

It is worth noting that subnetting (the technique of generating subnets) is only an
internal division of the network. Subnets are generated by the network owner (or the
administrators). Frequently, subnets are created to reflect existing boundaries, be
they physical (between two Ethernets), administrative (between two departments),
or geographical (between two locations), and authority over each subnet is dele-
gated to some contact person. However, this structure affects only the network’s
internal behavior and is completely invisible to the outside world.

Gateways

Subnetting is not only a benefit to the organization; it is frequently a natural conse-
quence of hardware boundaries. The viewpoint of a host on a given physical net-
work, such as an Ethernet, is a very limited one: it can only talk to the host of the
network it is on. All other hosts can be accessed only through special-purpose
machines called gateways. A gateway is a host that is connected to two or more phys-
ical networks simultaneously and is configured to switch packets between them.

Figure 2-2 shows part of the network topology at GMU. Hosts that are on two sub-
nets at the same time are shown with both addresses.

Different physical networks have to belong to different IP networks for IP to be able
to recognize if a host is on a local network. For example, the network number 149.
76.4.0 is reserved for hosts on the mathematics LAN. When sending a datagram to
quark, the network software on erdos immediately sees from the IP address 149.76.

Figure 2-1. Subnetting a class B network

Network Part Host Part

Network Part Host PartSubnet

Class B

Class B with Subnet

149 76 12 4

149 76 12 4
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12.4 that the destination host is on a different physical network, and therefore can be
reached only through a gateway (sophus by default).

sophus itself is connected to two distinct subnets: the Mathematics department and
the campus backbone. It accesses each through a different interface, eth0 and fddi0,
respectively. Now, what IP address do we assign it? Should we give it one on subnet
149.76.1.0 or on 149.76.4.0?

The answer is: “both.” sophus has been assigned the address 149.76.1.1 for use on
the 149.76.1.0 network and address 149.76.4.1 for use on the 149.76.4.0 network.
A gateway must be assigned one IP address for each network it belongs to. These
addresses—along with the corresponding netmask—are tied to the interface through
which the subnet is accessed. Thus, the interface and address mapping for sophus
would be as shown in Table 2-3.

Figure 2-2. A part of the net topology at Groucho Marx University

FDDI Campus Backbone

4.0

Mathematics
Department

12.0

Theoretical
Physics

Department

erdos
(4.17)

gauss
(4.23)

sophus

quark
(12.4)

niels

(1.1)

(4.1)

(1.12)

(12.1)

gcc1

(2.1)

(1.2)

2.0

Groucho
Computing
Center
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The last entry describes the loopback interface lo, which we talked about earlier in
this chapter.

Generally, you can ignore the subtle difference between attaching an address to a
host or its interface. For hosts that are on one network only, such as erdos, you
would generally refer to the host as having this-and-that IP address, although strictly
speaking, it’s the Ethernet interface that has this IP address. The distinction is really
important only when you refer to a gateway.

The Routing Table
We now focus our attention on how IP chooses a gateway to use to deliver a data-
gram to a remote network.

We have seen that erdos, when given a datagram for quark, checks the destination
address and finds that it is not on the local network. erdos therefore sends the data-
gram to the default gateway sophus, which is now faced with the same task. sophus
recognizes that quark is not on any of the networks it is connected to directly, so it
has to find yet another gateway to forward it through. The correct choice would be
niels, the gateway to the physics department. sophus thus needs information to asso-
ciate a destination network with a suitable gateway.

IP uses a table for this task that associates networks with the gateways by which they
may be reached. A catch-all entry (the default route) must generally be supplied too;
this is the gateway associated with network 0.0.0.0. All destination addresses match
this route, since none of the 32 bits are required to match, and therefore packets to
an unknown network are sent through the default route. On sophus, the table might
look as shown in Table 2-4.

Table 2-3. Sample interfaces and addresses

Interface Address Netmask

eth0 149.76.4.1 255.255.255.0

fddi0 149.76.1.1 255.255.255.0

lo 127.0.0.1 255.0.0.0

Table 2-4. Sample routing table

Network Netmask Gateway Interface

149.76.1.0 255.255.255.0 - eth1

149.76.2.0 255.255.255.0 149.76.1.2 eth1

149.76.3.0 255.255.255.0 149.76.1.3 eth1

149.76.4.0 255.255.255.0 - eth0

149.76.5.0 255.255.255.0 149.76.1.5 eth1

0.0.0.0 0.0.0.0 149.76.1.2 eth1

www.it-ebooks.info
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> Exemplo: routing table
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Zero à direita é como se fosse wildcard * (tudo), ou seja
149.76.5.0  —> 149.76.5.*  (admite todos estes endereços)
0.0.0.0  —> *.*.*.*

sophus



•Internet Control Message 
Protocol 

•Protocolo que utiliza IP 
para comunicar informação 
sobre a rede 

•Mensagens de erro 

•Pode ser usado para 
roteamento

> ICMP
Type  Code  description
0        0         echo reply (ping)
3        0         dest. network unreachable
3        1         dest host unreachable
3        2         dest protocol unreachable
3        3         dest port unreachable
3        6         dest network unknown
3        7         dest host unknown
4        0         source quench (congestion
                     control - not used)
8        0         echo request (ping)
9        0         route advertisement
10      0         router discovery
11      0         TTL expired
12      0         bad IP header



> NAT & IP Masquerade
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IP masquerading allows you to use private (non-routable) IP network addresses for
your hosts on your LAN and have your Linux-based router perform some clever,
real-time translation of IP addresses and ports. When it receives a packet from a
computer on the LAN, it takes note of the type of packet it is, (such as TCP, UDP or
ICMP) and modifies the packet so that it looks like it was generated by the router
host itself (and remembers that it has done so). It then transmits the packet onto the
Internet with its single connection IP address. When the destination host receives
this packet, it believes the packet has come from the routing host and sends any
reply packets back to that address. When the Linux masquerade router receives a
packet from its Internet connection, it looks in its table of established masqueraded
connections to see if this packet actually belongs to a computer on the LAN, and if it
does, it reverses the modification it did on the forward path and transmits the packet
to the LAN computer. A simple example is illustrated in Figure 9-1.

We have a small Ethernet network using one of the reserved network addresses. The
network has a Linux-based masquerade router providing access to the Internet. One
of the workstations on the network (192.168.1.3) wishes to establish a connection
to the remote host 209.1.106.178. The workstation routes its packet to the mas-
querade router, which identifies this connection request as requiring masquerade ser-
vices. It accepts the packet and allocates a port number to use (1035), substitutes its
own IP address and port number for those of the originating host, and transmits the
packet to the destination host. The destination host believes it has received a connec-
tion request from the Linux masquerade host and generates a reply packet. The mas-
querade host, on receiving this packet, finds the association in its masquerade table
and reverses the substitution it performed on the outgoing packet. It then transmits
the reply packet to the originating host.

Figure 9-1. A typical IP masquerade configuration

Masqueraded request
From: 203.10.23.1 port 1035

Internet

192.168.1.2

192.168.1.3Linux Masquerade
Router

203.10.23.1

ppp0

PPP

192.168.1.1

eth0

192.168.1.0/255.255.255.0

LA
N

Original reply
To: 203.10.23.1 port 1035

Original request
From: 192.168.1.3 port 1234

Demasqueraded reply
To: 192.168.1.3 port 1234

Translated by masquerade router at
203.10.23.1
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•128bit

> IPv6 - primeira passada
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some disadvantages to NAT—primarily that some older protocols aren’t designed to
handle redirection.

IPv6 as a Solution
In order to combat the shrinking IP space problem, the concept of IPv6 was born.
Future-minded designers chose to have 128 bits of address space, providing for a
total of 340,282,366,920,938,463,463,374,607,431,768,211,456 (3.4 × 1,038)
addresses or, in more visual terms, 655,570,793,348,866,943,898,599 (6.5 × 1,023)
addresses for every square meter of the earth’s surface. This provides a sizable exten-
sion over the current 32-bits of address space under IPv4.

IPv6 Addressing
The first noticeable difference between IPv4 and IPv6 is how the addresses are writ-
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❌

•Auto-configuração melhor 

•QoS 

•ping6, traceroute6, etc. 

•ifconfig | grep inet6 

•tunnel IPv6 

• 2 apresentacoes do NIC



Bibliografia
O objetivo aqui foi dar uma primeira 

passada nos conceitos. Estudar: 

Linux Network Administrator’s Guide 
Cap. 1, 2 completos 

Cap 9 exceto comando iptables 
IPv6: cap 13 

slides IPv6 do NIC 
(comandos não são exigidos na P1 mas ajudam no 

entendimento e poderão valer ponto extra na prova) 

>> Ver biblioteca no UERJ.tk 
wiki.nosdigitais.teia.org.br/RCwww.it-ebooks.info
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